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Let $f \in B_{\sigma}^{2}$, i.e., $f \in L^{2}(\mathbb{R})$ and its Fourier transform $F(s)=\int_{\mathbb{R}} f(t) e^{-2 \pi i s t} d t$ vanishes outside of $[-\sigma, \sigma]$, then the Shannon sampling theorem says that $f$ can be reconstructed by its infinitely many sampling points at $\{k /(2 \sigma)\}, k \in \mathbb{Z}$, i.e.,

$$
f(t)=\sum_{k=-\infty}^{\infty} f\left(\frac{k}{2 \sigma}\right) \frac{\sin \pi(2 \sigma t-k)}{\pi(2 \sigma t-k)}, \quad \forall t \in \mathbb{R}
$$

But, in practice, only finitely many samples are available, so one would like to study the truncation error

$$
T_{N}(t)=f(t)-\sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k), \quad \forall f \in B_{\sigma}^{2} .
$$

The error bounds commonly seen in literature are not uniform. In this paper, the author gives uniform bounds for the truncation error for $f \in B_{\sigma}^{2}$, when its Fourier transform satisfies some smooth conditions. © 1998 Academic Press

## 1. INTRODUCTION

The functions $f(x) \in L^{2}(\mathbb{R})$ whose Fourier transforms defined by

$$
F(s)=\int_{\mathbb{R}} f(t) e^{-2 \pi i s t} d t
$$

vanish outside of finite interval $[-\sigma, \sigma]$ are called bandlimited. The $\sigma$ is the bandwidth. It is well known that the functions can be represented by the so called Shannon's expansion

$$
\begin{equation*}
f(t)=\sum_{k=-\infty}^{\infty} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k) \tag{1.1}
\end{equation*}
$$

where

$$
\operatorname{sinc}(t):=\int_{-1 / 2}^{1 / 2} e^{2 \pi i s t} d s=\left\{\begin{array}{ll}
1 & \text { if } t=0  \tag{1.2}\\
(\sin \pi t) / \pi t & \text { if } t \neq 0
\end{array} .\right.
$$

An important underlying engineering principle here is that all the information contained in such a bandlimited signal can be recovered from its equidistant samples. The sampling rate $2 \sigma$ is known as the Nyquist rate.

Shannon's expansion requires us to know the exact values of $f$ at infinitely many points and to sum an infinite series. In practice, only finitely many samples are available so we would like to develop bounds on the size of the truncation error

$$
\begin{equation*}
T_{N}(t):=f(t)-\sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k) \tag{1.3}
\end{equation*}
$$

associated with (1.1). The error bounds commonly seen in the literature, e.g., $[1,3,6,8,9,12,13]$, are not uniform. In this paper we will establish uniform bounds for $T_{N}(t)$ as given in (1.3).

The $\operatorname{sinc}(t)$ function (1.2) that appears in (1.1), (1.3) oscillates and decays like $1 / t$ at $\pm \infty$. Our error estimates make use of a number of specialized bounds for sums of samples of sinc functions as well as other functions having similar properties. For organizational purposes we present all of these technical results in Section 2.

In Section 3, we describe previously published bounds on $T_{N}(t)$ and then show that

$$
\begin{aligned}
& \left|T_{N}(t)\right| \leqslant \frac{C_{1}}{N^{r+1 / 2}} \\
& \left|T_{N}(t)\right| \leqslant \frac{C_{2} \ln N}{N^{t+1}}
\end{aligned}
$$

when

$$
|f(t)| \leqslant \frac{A}{|t|^{r+1}}, \quad t \neq 0
$$

Here $C_{1}$ and $C_{2}$ are constants that depend on $f$ and the parameters $r>0$, $A>0$. We also show that

$$
\left|T_{N}(t)\right| \leqslant\left(1+\frac{\pi}{2}\right)\left\{\left|f\left(\frac{-N}{2 \sigma}\right)\right|+\left|f\left(\frac{N}{2 \sigma}\right)\right|\right\}
$$

in the case where $f$ is monotone on $(-\infty,-N]$ and $[N, \infty)$. Using this bound we estimate the error that results when we approximate some $f \in L^{1}(\mathbb{R})$ by the sinc polynomial

$$
\sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k) .
$$

## 2. BOUNDS FOR SERIES OF SINC FUNCTIONS

In this section we establish bounds for various series of sinc functions. The proofs are technical. To simplify notation we set $2 \sigma=1$ and work with $\operatorname{sinc}(t-k), k=0, \pm 1, \pm 2, \cdots$.

Lemma 2.1. For $\infty<t<\infty$,

$$
\begin{align*}
& \sum_{k=-\infty}^{\infty} \operatorname{sinc}(t-k)=1  \tag{2.1}\\
& \sum_{k=-\infty}^{\infty} \operatorname{sinc}^{2}(t-k)=1 \tag{2.2}
\end{align*}
$$

Proof. Let $t \in \mathbb{R}$ be fixed. The Fourier series of $e^{2 \pi i s t}$ as a function of $s$ on [ $-\frac{1}{2}, \frac{1}{2}$ ] is given by

$$
\begin{equation*}
e^{2 \pi i s t}=\sum_{k=-\infty}^{\infty} c_{k} e^{2 \pi i s k}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{aligned}
c_{k} & =\int_{-1 / 2}^{1 / 2} e^{2 \pi i s t} e^{-2 \pi i s k} d s \\
& =\int_{-1 / 2}^{1 / 2} e^{2 \pi i s(t-k)} d s \\
& =\operatorname{sinc}(t-k) .
\end{aligned}
$$

We obtain (2.1) by setting $s=0$ in (2.3). We obtain (2.2) from (2.3) by using Parseval's identity.

Lemma 2.2. Let $N>M$ be integers and let $-\infty<t<\infty$. Then

$$
\left|\sum_{k=M}^{N} \operatorname{sinc}(t-k)\right| \leqslant \frac{\pi}{2}+1 .
$$

Proof.

$$
\begin{aligned}
\sum_{k=M}^{N} \operatorname{sinc}(t-k) & =\sum_{k=M}^{N} \int_{-1 / 2}^{1 / 2} e^{\pi i s(t-k)} d s \\
& =\int_{-1 / 2}^{1 / 2} \sum_{k=M}^{N} e^{-2 \pi i s k} \cdot e^{2 \pi i s t} d s \\
& =\int_{-1 / 2}^{1 / 2} \frac{e^{-2 \pi i s M}-e^{-2 \pi i s(N+1)}}{1-e^{-2 \pi i s}} \cdot e^{2 \pi i s t} d s \\
& =\int_{-1 / 2}^{1 / 2} \frac{e^{\pi i s(2 t-2 M+1)}-e^{\pi i s(2 t-2 N-1)}}{e^{\pi i s}-e^{-\pi i s}} d s \\
& =\int_{-1 / 2}^{1 / 2} \frac{\sin \pi s(2 t-2 M+1)+\sin \pi s(-2 t+2 N+1)}{2 \sin \pi s} d s \\
& =I(\alpha)+I(\beta),
\end{aligned}
$$

where $\alpha=2 t-2 M+1, \beta=-2 t+2 N+1$, and

$$
I(\alpha):=\frac{1}{2} \int_{-1 / 2}^{1 / 2} \frac{\sin (\alpha \pi s)}{\sin (\pi s)} d s=\int_{0}^{1 / 2} \frac{\sin (\alpha \pi s)}{\sin (\pi s)} d s
$$

with a similar expression for $I(\beta)$.
Using the inequality

$$
\frac{2}{\pi} t \leqslant \sin t \leqslant t \quad \text { when } \quad 0 \leqslant t \leqslant \frac{\pi}{2},
$$

we see that then $0 \leqslant \alpha \leqslant 1$, we have

$$
I(\alpha) \leqslant \int_{0}^{1 / 2} \frac{\sin \alpha \pi s}{\sin \pi s} d s \leqslant \int_{0}^{1 / 2} \frac{\alpha \pi s}{2 s} d s \leqslant \frac{\pi}{4} .
$$

When $\alpha>1$, we compute

$$
I(\alpha)=\int_{0}^{1 / 2} \frac{\sin (\alpha \pi s)}{\sin (\pi s)} d s=I_{1}(\alpha)+I_{2}(\alpha),
$$

where

$$
I_{1}(\alpha):=\int_{0}^{1 / 2 \alpha} \frac{\sin (\alpha \pi s)}{\sin (\pi s)} d s \leqslant \int_{0}^{1 / 2 \alpha} \frac{\alpha \pi s}{2 s} d s=\frac{\alpha \pi}{2} \cdot \frac{1}{2 \alpha}=\frac{\pi}{4}
$$

is necessarily nonnegative, and

$$
I_{2}(\alpha):=\int_{1 / 2 \alpha}^{1 / 2} \frac{\sin (\alpha \pi s)}{\sin (\pi s)} d s
$$

To bound $I_{2}(\alpha)$ we first write

$$
\begin{aligned}
I_{2}(\alpha) & =\int_{1 / 2 \alpha}^{1 / 2} \frac{1}{\sin (\pi s)} d\left(-\frac{\cos \alpha \pi s}{\alpha \pi}\right) \\
& =\left.\frac{1}{\sin (\pi s)}\left(-\frac{\cos \alpha \pi s}{\alpha \pi}\right)\right|_{1 / 2 \alpha} ^{1 / 2}-\int_{1 / 2 \alpha}^{1 / 2} \frac{\cos (\alpha \pi s)}{\alpha \pi} \cdot \frac{\pi \cos \pi s}{(\sin \pi s)^{2}} d s \\
& =-\frac{\cos \alpha \pi(1 / 2)}{\alpha \pi}-\int_{1 / 2 \alpha}^{1 / 2} \frac{\cos (\alpha \pi s)}{\alpha} \cdot \frac{\cos \pi s}{(\sin \pi s)^{2}} d s
\end{aligned}
$$

and thereby find

$$
\begin{aligned}
\left|I_{2}(\alpha)\right| & \leqslant \frac{1}{\alpha \pi}+\int_{1 / 2 \alpha}^{1 / 2} \frac{1}{\alpha} \cdot \frac{1}{(\sin \pi s)^{2}} d s \\
& \leqslant \frac{1}{\alpha \pi}+\int_{1 / 2 \alpha}^{1 / 2} \frac{1}{\alpha} \cdot \frac{1}{(2 s)^{2}} d s \\
& =\frac{1}{\alpha \pi}+\frac{1}{4 \alpha} \cdot(2 \alpha-2) \\
& =\frac{1}{\alpha \pi}+\frac{1}{2}-\frac{1}{2 \alpha} \leqslant \frac{1}{2} .
\end{aligned}
$$

Upon combining these results we see that

$$
|I(\alpha)|=|I(|\alpha|)| \leqslant\left\{\begin{array}{lll}
(\pi / 4) & \text { when } & |\alpha| \leqslant 1 \\
(\pi / 4)+(1 / 2) & \text { when } & |\alpha| \geqslant 1
\end{array}\right.
$$

It follows that

$$
\left|\sum_{k=M}^{N} \operatorname{sinc}(t-k)\right| \leqslant|I(\alpha)|+|I(\beta)| \leqslant \frac{\pi}{2}+1 .
$$

Note. When $t \neq \pm 1, \pm 2, \cdots$ the sums

$$
\sum_{k=M}^{N}|\operatorname{sinc}(t-k)|=|\sin \pi t| \sum_{k=M}^{N} \frac{1}{\pi|t-k|}
$$

are not bounded.

Lemma 2.3. If $r>1$, then

$$
\begin{equation*}
\frac{1}{r-1} \cdot \frac{1}{(N+1)^{r-1}} \leqslant \sum_{k=N+1}^{\infty} \frac{1}{k^{r}} \leqslant \frac{1}{r-1} \cdot \frac{1}{N^{r-1}} \tag{2.4}
\end{equation*}
$$

Lemma 2.4. For $-\infty<t<\infty$

$$
\sum_{k=-\infty}^{\infty}|\operatorname{sinc}(t-k)|^{q} \leqslant\left\{\begin{array}{lll}
1 & \text { if } & q \geqslant 2  \tag{2.5}\\
2+(2 / \pi)+(2 / \pi) \cdot(1 / q-1) & \text { if } & 1<q<2
\end{array} .\right.
$$

Proof. When $q \geqslant 2$ we use (2.2) and write

$$
\sum_{k=-\infty}^{\infty}|\operatorname{sinc}(t-k)|^{q} \leqslant \sum_{k=-\infty}^{\infty}|\operatorname{sinc}(t-k)|^{2}=1
$$

When $1<q<2$ we use the periodicity of the sum and (2.4) to write

$$
\begin{aligned}
\sum_{k=-\infty}^{\infty} & |\operatorname{sinc}(t-k)|^{q} \\
& \leqslant \sup _{0 \leqslant t \leqslant 1} \sum_{k=-\infty}^{\infty}|\operatorname{sinc}(t-k)|^{q} \\
& \leqslant \sup _{0 \leqslant t \leqslant 1}\left(|\operatorname{sinc}(t)|^{q}+|\operatorname{sinc}(t-1)|^{q}+\sum_{k \neq 0,1} \frac{|\sin \pi(t-k)|^{q}}{\pi^{q}|t-k|^{q}}\right) \\
& \leqslant 2+\sup _{0 \leqslant t \leqslant 1} \sum_{k \neq 0,1} \frac{1}{\pi^{q}|t-k|^{q}} \\
& \leqslant 2+\frac{1}{\pi} \sup _{0 \leqslant t \leqslant 1}\left(\sum_{k=2}^{\infty} \frac{1}{(k-t)^{q}}+\sum_{k=-\infty}^{-1} \frac{1}{(t-k)^{q}}\right) \\
& \leqslant 2+\frac{1}{\pi}\left(2+2 \sum_{k=2}^{\infty} \frac{1}{k^{q}}\right) \\
& \leqslant 2+\frac{2}{\pi}+\frac{2}{\pi} \cdot \frac{1}{q-1} .
\end{aligned}
$$

The following result can be used to provide us with examples of bandlimited functions.

Theorem 2.5 (C. Eoff. [7]). Let ..., $c_{-2}, c_{-1}, c_{0}, c_{1}, c_{2}, \ldots$ be a sequence of complex constants and let $\sigma>0$. If $\sum_{k=-\infty}^{\infty}\left|c_{k}\right|^{2}<\infty$, then the series

$$
\sum_{k=-\infty}^{\infty} c_{k} \operatorname{sinc}(2 \sigma t-k)
$$

converges uniformly and absolutely on $\mathbb{R}$ to a function in $B_{\sigma}^{2}$.

## 3. UNIFORM BOUNDS FOR THE TRUNCATION ERROR

We develop various uniform bounds on the symmetric truncation error

$$
T_{N}(t):=f(t)-\sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k) .
$$

The error bounds commonly seen in the literature ( e.g., $[1,3,6,8,9$, $12,13]$ ) are not uniform. Three such results are given below.

Theorem 3.1. (K. Yao and J. B. Thomas [12]). Let $0<\lambda<1$, let $f \in B_{\lambda \sigma}^{2}$, and let

$$
M:=\sup _{t \in \mathbb{R}}|f(t)| .
$$

Then

$$
\left|T_{N}(t)\right| \leqslant \frac{M \sec (\lambda \pi / 2)}{2 \pi} \cdot|\sin 2 \pi \sigma t| \cdot\left(\frac{1}{N+[2 \sigma t+1 / 2]}+\frac{1}{N-[2 \sigma t+1 / 2]}\right)
$$

for $|2 \sigma t|<N-\frac{1}{2}$.
This bound depends on $t$ as well as the band reduction parameter $\lambda$ with the factor $\sec (\lambda \pi / 2)$ being unbounded as $\lambda \rightarrow 1-$.

Theorem 3.2 (H. S. Piper, Jr. [9]). Let $0<\lambda<1$, let $f \in B_{\lambda \sigma}^{2}$, and let

$$
E:=\int_{-\infty}^{\infty}|f(t)|^{2} d t .
$$

Then

$$
\begin{aligned}
\left|T_{N}(t)\right| \leqslant & \frac{1}{\pi^{3 / 2}}\{E \tan (\lambda \pi / 2)\}^{1 / 2}(1+\sqrt{2}) \\
& \cdot|\sin 2 \pi \sigma t|\left(\frac{1}{N+[t+(1 / 2)]}+\frac{1}{N-[t+(1 / 2)]}\right)
\end{aligned}
$$

for $\quad|t|<N-\frac{1}{2}$.

Again the bound depends on $t$ and the band reduction parameter $\lambda$ with the factor $\tan (\lambda \pi / 2)$ being unbounded as $\lambda \rightarrow 1-$.

Theorem 3.3 (P. L. Butzer, W. Engels, and U. Scheben [3]). Let $\sigma>0, r=1,2, \ldots$, and $F \in C^{r-1}(\mathbb{R})$ with $F(s)=0$ for $|s|>\sigma$. Assume further that $F^{(r-1)}$ is absolutely continuous, that $F^{(r)}$ is of bounded variation, and that $F^{(r)}(s)$ is continuous at the points $s= \pm \sigma$. Then the truncation error associated with the $\sigma$-bandlimited function*

$$
f(t)=\int_{-\sigma}^{\sigma} F(s) e^{2 \pi i s t} d s
$$

is bounded by

$$
\left|T_{N}(t)\right| \leqslant \frac{2}{\pi} \cdot\left(\frac{\sigma}{\pi}\right)^{r+1} \cdot \frac{V_{r}}{r+1} \cdot|\sin 2 \pi \sigma t| \cdot \frac{1}{(N-2 \sigma|t|)^{r+1}} \quad \text { for } \quad|t|<\frac{N}{2 \sigma} .
$$

Here $V_{r}$ is the variation of $F^{(r)}$ on $[-\sigma, \sigma]$.
An integration-by-parts argument in [3] shows that the hypotheses of Theorem 3.3 imply that

$$
\begin{equation*}
|f(t)| \leqslant \frac{A}{|t|^{r+1}} \quad \text { when } \quad t \neq 0 \tag{3.1}
\end{equation*}
$$

We will use (3.1) as the decay condition that we impose upon $f$ to derive our uniform bounds. (A bound of the form

$$
\left|f\left(\frac{k}{2 \sigma}\right)\right| \leqslant \frac{C}{|k|^{r+1}}, \quad k= \pm 1, \pm 2, \cdots
$$

is all that is needed in our proof.)
Theorem 3.4. Let $f \in B_{\sigma}^{2}$ satisfy a decay condition of the form

$$
|(t)| \leqslant \frac{A}{|t|^{r+1}} \quad t \neq 0
$$

for some choice of $A>0$ and $r>0$, then

$$
\begin{array}{ll}
\left|T_{N}(t)\right| \leqslant A \cdot(2 \sigma)^{r+1} \cdot \sqrt{\frac{2}{2 r+1}} \cdot \frac{1}{N^{r+1 / 2}} & \forall t \in \mathbb{R}, N \in \mathbb{N}, \\
\left|T_{N}(t)\right|<A \cdot(2 \sigma)^{r+1} \cdot \frac{2 \sqrt{2} e}{\pi} \cdot \frac{(\pi+\ln N)}{N^{r+1}} & \forall t \in \mathbb{R}, N \geqslant 8 \tag{3.3}
\end{array}
$$

Proof. Using Cauchy's inequality, (2.2), the decay hypothesis, and Lemma 2.3 in turn we write

$$
\begin{aligned}
\left|T_{N}(t)\right| & =\left|\sum_{|k|>N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k)\right| \\
& \leqslant\left(\sum_{|k|>N}\left|f\left(\frac{k}{2 \sigma}\right)\right|^{2}\right)^{1 / 2} \cdot\left(\sum_{|k|>N} \operatorname{sinc}^{2}(2 \sigma t-k)\right)^{1 / 2} \\
& \leqslant\left(\sum_{|k|>N}\left|f\left(\frac{k}{2 \sigma}\right)\right|\right)^{1 / 2} \\
& \leqslant A \cdot(2 \sigma)^{r+1}\left(2 \sum_{k=N+1}^{\infty} \frac{1}{k^{2 r+2}}\right)^{1 / 2} \\
& \leqslant A \cdot(2 \sigma)^{r+1}\left(\frac{2}{2 r+1} \cdot \frac{1}{N^{2 r+1}}\right)^{1 / 2} \\
& =A \cdot(2 \sigma)^{r+1} \sqrt{\frac{2}{2 r+1}} \cdot \frac{1}{N^{r+1 / 2}} .
\end{aligned}
$$

This is (3.2). We next show this error bound can be improved from $O\left(1 /\left(N^{r+(1 / 2)}\right)\right)$ to $O\left(\ln N / N^{r+1}\right)$.

We will use the decay hypothesis and Hölder inequality together with Lemmas 2.3, 2.4. Let $1<q<2$ and $2<p<\infty$ be chosen so that $1 / p+1 / q=1$. Then

$$
\begin{aligned}
\mid T_{N}(t) & =\left|\sum_{|k|>N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k)\right| \\
& \leqslant\left(\sum_{|k|>N}\left|f\left(\frac{k}{2 \sigma}\right)\right|^{p}\right)^{1 / p} \cdot\left(\sum_{|k|>N}|\operatorname{sinc}(2 \sigma t-k)|^{q}\right)^{1 / q} \\
& \leqslant A \cdot(2 \sigma)^{r+1} \cdot\left(2 \sum_{k=N+1} \frac{1}{k^{p r+p}}\right)^{1 / p} \cdot\left(2+\frac{2}{\pi}+\frac{2}{\pi} \frac{1}{q-1}\right)^{1 / q} \\
& \leqslant A \cdot(2 \sigma)^{r+1} \cdot\left(\frac{2}{p r+p-1}\right)^{1 / p} \cdot \frac{1}{N^{r+(p-1) / p}} \cdot\left(2+\frac{2}{\pi}+\frac{2}{\pi} \frac{1}{q-1}\right)^{1 / q} \\
& =A \cdot(2 \sigma)^{r+1} \cdot\left(\frac{2}{p r+p-1}\right)^{1 / p} \cdot \frac{1}{N^{r+1 / q}} \cdot\left(1+\frac{2}{\pi}+\frac{2}{\pi} \frac{1}{q-1}\right)^{1 / q} .
\end{aligned}
$$

Now we set

$$
p=\ln N, \quad q=\frac{\ln N}{\ln N-1}
$$

(and assume $N>e^{2}=7.389 \ldots$ to ensure that $p>2$ ). Then

$$
\begin{aligned}
& \left(\frac{2}{p r+p-1}\right)^{1 / p}<\sqrt{2}, \\
& N^{1 / q}=N^{1-(1 / \ln N)}=\frac{N}{e},
\end{aligned}
$$

and

$$
\left(2+\frac{2}{\pi}+\frac{2}{\pi} \frac{1}{q-1}\right)^{1 / q}=\left(2+\frac{2}{\pi} \ln N\right)^{1-(1 / \ln N)} \leqslant \frac{2}{\pi}(\pi+\ln N) .
$$

Upon combining these estimates we find

$$
\left|T_{N}(t)\right|<A \cdot(2 \sigma)^{r+1} \cdot \frac{2 \sqrt{2} e}{\pi} \cdot \frac{(\pi+\ln N)}{N^{r+1}} .
$$

A slightly sharper error bound can obtained when the sampled data has monotone tails.

Theorem 3.5. Let $\ldots, c_{-2}, c_{-1}, c_{0}, c_{1}, c_{2}, \ldots$ be a sequence of nonnegative real numbers such that

$$
\sum_{k=-\infty}^{\infty}\left|c_{k}\right|^{2}<\infty,
$$

and such that for some positive integer $M$,

$$
\begin{gathered}
c_{M} \geqslant c_{M+1} \geqslant c_{M+2} \geqslant \cdots \\
c_{-M} \geqslant c_{-M-1} \geqslant c_{-M-2} \geqslant \cdots .
\end{gathered}
$$

Then

$$
f(t):=\sum_{k=-\infty}^{\infty} c_{k} \operatorname{sinc}(2 \sigma t-k)
$$

defines a function in $B_{\sigma}^{2}$ and the corresponding truncation error is bounded by

$$
\begin{aligned}
\left|T_{N}(t)\right| & =\left|\sum_{|k|>N}^{\infty} c_{k} \operatorname{sinc}(2 \sigma t-k)\right| \\
& \leqslant\left(c_{N+1}+c_{-N-1}\right) \cdot\left(\frac{\pi}{2}+1\right) \quad \text { for } \quad N \geqslant M
\end{aligned}
$$

Proof. The above bound is obtained by using Lemma 2.2 to show that the partial sums

$$
\sum_{k=N}^{N^{\prime}} \operatorname{sinc}(2 \sigma t-k) \quad \sum_{k=N}^{N^{\prime}} \operatorname{sinc}(2 \sigma t+k)
$$

of the truncation error are uniformly bounded and then applying the following lemma of Abel.

Lemma 3.6 (Abel). Let $a_{1} \geqslant a_{2} \geqslant \cdots \geqslant a_{N} \geqslant 0$ and assume that the partial sums

$$
S_{m}:=\sum_{k=1}^{m} b_{k}
$$

of the numbers $b_{1}, \ldots, b_{N}$ are uniformly bounded, i.e., $\left|S_{m}\right| \leqslant A$ for $1 \leqslant m \leqslant N$. Then

$$
\left|\sum_{k=1}^{N} a_{k} b_{k}\right| \leqslant a_{1} A
$$

Example. By Theorem 2.5, the series

$$
\begin{aligned}
& f(t)=\sum_{k=-\infty}^{\infty} \frac{1}{1+k^{2}} \operatorname{sinc}(2 \sigma t-k), \\
& f(t)=\sum_{k=-\infty}^{\infty} e^{-|k|} \operatorname{sinc}(2 \sigma t-k), \\
& f(t)=\sum_{k=-\infty}^{\infty} \frac{1}{|k|+1} \operatorname{sinc}(2 \sigma t-k)
\end{aligned}
$$

define functions in $B_{\sigma}^{2}$ with the corresponding truncation error being bounded by

$$
\begin{aligned}
& \left|T_{N}(t)\right| \leqslant \frac{2+r}{N^{2}+2 N+2} \\
& \left|T_{N}(t)\right| \leqslant(2+\pi) e^{-N} \\
& \left|T_{N}(t)\right| \leqslant \frac{2+\pi}{N+2}
\end{aligned}
$$

A function $f$ is said to be almost bandlimited if the Fourier transform $F$ is not compactly supported but rather has small tails. Finding a bound for the error when an almost bandlimited function is approximated by the sampling expansion is a very practical issue, since the functions encountered in applications of the sampling theory are not always exactly bandlimited. An important bound was given by J. L. Brown, Jr. [2 or 13]. We will present his result and use it to estimate the error when the function is approximated with only finitely many samples.

Theorem 3.7 (J. L. Brown, Jr. [2]). Let the function $f: \mathbb{R} \rightarrow \mathbb{C}$ have the representation

$$
f(t)=\int_{\mathbb{R}} F(s) e^{2 \pi i s t} d s,
$$

where $F \in L^{1}(\mathbb{R})$, and let $\sigma>0$ be given. Then the series

$$
f_{\sigma}(t):=\lim _{N \rightarrow \infty} \sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k)
$$

converges pointwise on $\mathbb{R}$ and

$$
\left|f(t)-f_{\sigma}(t)\right| \leqslant 2 \int_{|s|>\sigma}|F(s)| d s
$$

When $F \in L^{1}(\mathbb{R})$ is suitably regular, we can pick some $\sigma>0$ to ensure that the aliasing error

$$
\begin{equation*}
A_{\sigma}:=2 \int_{|s|>\sigma}|F(s)| d s \tag{3.4}
\end{equation*}
$$

is small. The complete sampling expansion

$$
f_{\sigma}(t):=\sum_{k=-\infty}^{\infty} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k)
$$

will then provide a good approximation to $f(t)$. But in real world situations, only finitely many samples are available. For this reason we also need a bound on the truncation error

$$
\begin{equation*}
T_{N}(t):=\sum_{|k|>N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k) . \tag{3.5}
\end{equation*}
$$

In this case, however, the samples $\{f(k / 2 \sigma)\}$ may not have the nice properties (e.g., the square summability) possessed by samples of a bandlimited
function. The Riemann-Lebesgue lemma, insures that if $F \in L^{1}(\mathbb{R})$, then $f(k / 2 \sigma) \rightarrow 0$, as $k \rightarrow \pm \infty$; the rate of this convergence, however, is unknown.

When only finitely many samples are used to approximate $f$, it is reasonable to assume that the remaining samples are small in some collective sense. We will use Theorem 3.7, (3.4) and (3.5), to write

$$
\left|f(t)-\sum_{k=-N}^{N} f\left(\frac{k}{2 \sigma}\right) \operatorname{sinc}(2 \sigma t-k)\right| \leqslant\left|T_{N}(t)\right|+A_{\sigma}
$$

and use arguments analogous to these given above to provide bounds for (3.5) in three situations.
(i) If $\sum_{k=-\infty}^{\infty}|f(k / 2 \sigma)|$ converges, then

$$
\left|T_{N}(t)\right| \leqslant \sum_{|k|>N}\left|f\left(\frac{k}{2 \sigma}\right)\right| .
$$

(ii) If $\sum_{k=-\infty}^{\infty}|f(k / 2 \sigma)|^{2}$ converges, then

$$
\left|T_{N}(t)\right| \leqslant\left(\sum_{|k|>N}\left|f\left(\frac{k}{2 \sigma}\right)\right|^{2}\right)^{1 / 2}
$$

(iii) If $\{f(k / 2 \sigma)\}$ is monotone for $k>M / 2 \sigma$ and for $k<-M / 2 \sigma$, then

$$
\left|T_{N}(t)\right| \leqslant\left(\left|f\left(\frac{N}{2 \sigma}\right)\right|+\left|f\left(\frac{-N}{2 \sigma}\right)\right|\right)\left(\frac{\pi}{2}+1\right) \quad \text { for } \quad N>M .
$$

Example. If

$$
f(t)=e^{\pi t^{2}}, \quad F(s)=e^{-\pi s^{2}}
$$

then

$$
\left|A_{\sigma}\right|=2 \int_{|s|>\sigma} e^{-\pi t^{2}} d t<4 \int_{\sigma}^{\infty} e^{-\pi \sigma t} d t=\frac{4}{\pi \sigma} e^{-\pi \sigma^{2}} \quad \text { for } \quad \sigma>0
$$

and (since the tails are monotone)

$$
\left|T_{N}(t)\right| \leqslant(\pi+2) e^{-\pi N^{2}} \quad \text { for } \quad N=1,2 \ldots
$$

Example. If

$$
f(t)=\frac{1}{1+t^{2}}, \quad F(s)=\pi e^{-2 \pi|s|}
$$

then

$$
\left|A_{\sigma}(t)\right|=2 \int_{|s|>\sigma} \pi e^{-2 \pi|t|} d t<4 \pi \int_{\sigma}^{\infty} e^{-2 \pi t} d t=2 e^{-\pi \sigma} \quad \text { for } \quad \sigma>0
$$

and (since the tails are monotone)

$$
\left|T_{N}(t)\right| \leqslant \frac{2+\pi}{N^{2}+1} \quad \text { for } \quad N=1,2, \ldots
$$

## ACKNOWLEDGMENTS

I thank Dr. David W. Kammler for leading me to this subject and teaching me so much, and I thank the referees for many valuable comments and suggestions which helped to improve the drafts.

## REFERENCES

1. F. J. Beutler, On the truncation error of the cardinal sampling expansion, IEEE Trans. Inform. Theory IT-22 (1976), 568-573.
2. J. L. Brown, Jr, On the error in reconstructing a non-bandlimited function by means of the bandpass sampling theorem, J. Math. Anal. Appl. 18 (1967), 75-84.
3. P. L. Butzer, W. Engels, and U. Scheben, Magnitude of the truncation error in sampling expansions of bandlimited signals, IEEE Trans. Acoust. Speech Signal process ASSP-30 (1982), 906-912.
4. P. L. Butzer and R. L. Stens, Sampling theory for not necessarily band-limited functions: A historical overview, SIAM Rev. 34 (1) (1992), 40-53.
5. P. L. Butzer and W. Engels, On the implementation of the sampling series for bandlimited signals, IEEE Trans. Inform. Theory IT-32 (1986), 314-318.
6. S. Cambanis, Truncation error bounds for the cardinal sampling expansion of bandlimited signals, IEEE Trans. Inform. Theory IT-28 (1982), 605-612.
7. C. Eoff, The discrete nature of the Paley-Wiener space, Proc. Amer. Math. Soc. 123 (2) (1995), 505-512.
8. R. J. Marks, II, "Advanced Topics on Shannon Sampling and Interpolation Theory," Springer-Verlag, New York, 1992.
9. H. S. Piper, Jr, Bounds for truncation error in sampling expansions of finite energy band-limited signals, IEEE Trans. Inform. Theory IT-21 (1975), 482-485.
10. C. E. Shannon, A mathematical theory of communication, Bell System Techn. J. 27 (1948), 379-423.
11. R. L. Stens, Error estimates for sampling sums based on convolution integrals, Information and Control 45 (1980), 37-47.
12. K. Yao and J. B. Thomas, On truncation error bounds for sampling representations of band-limited signals, IEEE Trans. Aerospace Electronic Syst. AES-2 (1966), 640-647.
13. A. I. Zayed, "Advances in Shannon's Sampling Theorem," CRC Press, Boca Raton, 1993.
